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The private cloud model provides much of the efficiency and agility of cloud 

computing along with the increased control and customization achieved through 

dedicated private resources. With the Microsoft Private Cloud Fast Track 

program, Microsoft and its hardware partners provide organizations both the 

control and the flexibility required to reap the full benefits of the private cloud. 
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software, to determine the optimum scale units for input to the overall 

architecture. Scale units enable the documentation of all the requirements (such 

as space, power, HVAC, and connectivity) that are needed for implementation. 

3.3 Servers 

The hardware architecture choices that are available to data center architects are 

constantly evolving. Choices range from rack-mounted servers, to tightly 

integrated, highly redundant blade systems, to container models. The same 

spectrum exists for storage and networking equipment.  

Server scale limits are well published and include factors such as the number 

and speed of CPU cores, maximum amount and speed of RAM, and the number 

and type of expansion slots. Particularly important are the number and type of 

onboard input-output (I/O) ports, as well as the number and type of supported I/O 

cards. Both Ethernet and Fibre Channel expansion cards often provide multiport 

options where a single card can have four ports. Additionally, in blade server 

architectures, there are often limitations on the number of I/O card and 

supported combinations. It is important to be aware of these limitations, as well 

as the oversubscription ratio between blade I/O ports and any blade chassis 

switch modules.  

A single server is not typically a good scale unit for a Private Cloud solution, due 

to the amount of overhead and cost required to install and configure an 

individual server, as well as the lack of high availability. 

3.4 Storage 

Storage architecture is a critical design consideration for Private Cloud solutions. 

The topic is challenging, because it is rapidly evolving in terms of new standards, 

protocols, and implementations. Storage and the support of storage networking 

are critical to the overall performance of the environment; however, they also can 

play a large role in the overall cost, because storage tends to be one of the more 

expensive items in a Private Cloud solution.   

Storage architectures today have several layers including the storage arrays, the 

storage network, the storage protocol, and for virtualization, the clustered 

volume manager that utilizes the physical storage.  

One of the primary objectives of the private cloud is to enable rapid provisioning 

and deprovisioning of VMs. Doing so at large scale requires tight integration with 

the storage architecture and robust automation. Provisioning a new VM on an 

already existing logical unit number (LUN) is a simple operation. However, 

provisioning a new LUN, adding it to a host cluster, and then provisioning a new 

VM on that LUN involves relatively complex tasks that also greatly benefit from 
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automation. 

For example, the HUAWEI OceanStor T series unified storage system supports 

all major storage protocols (including Fibre Channel, FCoE, and iSCSI). 

Additionally, all HUAWEI OceanStor T series storage systems use the same 

integrated storage management software (ISM). 

3.5 Networking 

Many network architectures include a tiered design with three or more layers 

such as core, distribution, and access. Designs are driven by the port bandwidth 

and quantity required at the edge, as well as the ability of the distribution and 

core layers to provide higher-speed uplinks to aggregate traffic. Additional 

considerations include Ethernet broadcast boundaries and limitations, and 

spanning tree and or other loop avoidance technologies. 

A dedicated management network is a common feature of advanced data center 

virtualization solutions. Most virtualization vendors recommend that hosts be 

managed via a dedicated network to avoid competition with guest traffic needs 

and to provide a degree of separation for security and ease of management 

purposes. This typically implies dedicating one network interface card (NIC) per 

host and one port per network device to the management network.  

With advanced data center virtualization, a frequent use case is to provide 

isolated networks where different owners such as particular departments or 

applications are provided their own dedicated networks. Multitenant networking 

refers to the use of technologies such as virtual local area networks (VLANs) or 

Internet Protocol security (IPSec) isolation techniques to provide dedicated 

networks that utilize a single network infrastructure or wire.  

Managing the network environment in an advanced data center virtualization 

solution can present challenges that must be addressed. Ideally, network settings 

and policies are defined centrally and applied universally by the management 

solution. In the case of IPSec-based isolation, this can be accomplished using the 

Active Directory service and Group Policy to control firewall settings across the 

hosts and guest as well as the IPSec policies controlling network communication.  

For VLAN-based network segmentation, several components-including the host 

servers, host clusters, Microsoft System Center Virtual Machine Manager, and 

the network switches---must be configured correctly to enable both rapid 

provisioning and network segmentation. With Hyper-V and host clusters, 

identical virtual networks must be defined on all nodes so that a VM can fail over 

to any node and maintain its connection to the network. At large scale, this can 

be accomplished via scripting with the Windows PowerShell command-line 

interface. 
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3.6 Virtualization 

The virtualization layer is one of the primary enablers in mature IT 

environments. The decoupling of hardware, operating systems, data, applications, 

and user state opens up a wide range of options for better management and 

distribution of workloads across the physical infrastructure. The ability of the 

virtualization layer to migrate running VMs from one server to another with zero 

downtime, as well as many other features that are provided by hypervisor-based 

virtualization technologies, provides a rich set of capabilities. These capabilities 

can be utilized by the automation, management, and orchestration layers to 

maintain desired states (such as load distribution) or to proactively address 

decaying hardware (such as prefailure detection) or other issues that would 

otherwise cause faults or service disruptions.   

As with the hardware layer, the virtualization layer must be able to be managed 

by the automation, management, and orchestration layers. The abstraction of 

software from hardware that virtualization provides moves the majority of 

management and automation into the software space, instead of requiring people 

to perform manual operations on physical hardware. 
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Figure 4-4 Private Cloud Logical Architecture 

 

4.3 Server Architecture 

The host server architecture is a critical component of the virtualized 

infrastructure, as well as a key variable in the consolidation ratio and cost 

analysis. The ability of the host server to handle the workload of a large number 

of consolidation candidates increases the consolidation ratio and helps provide 

the desired cost benefit.  

The system architecture of the host server refers to the general category of the 

server hardware itself. The primary factor to keep in mind when selecting system 

architectures is that each Hyper-V host will contain multiple guests with 

multiple workloads. Processor, RAM, storage, and network capacity are critical, 

as well as high I/O capacity and low latency. The host server must be able to 

provide the required capacity in each of these categories. 

4.3.1 HUAWEI Tecal RH2288 V2 Series Rack Server 

The HUAWEI Tecal RH2288 V2 series (RH2288 V2 for short) is a new-generation 

2U 2-socket rack server. Featuring two Intel® Xeon® E5-2600 series processors, 

the RH2288 V2 provides a memory capacity of 768 GB and a storage capacity of 

38 TB, making it an ideal product for critical services and cloud computing. 



http://enterprise.huawei.com/en/products/itapp/server/rh-series-rack-servers/hw-124935.htm
http://enterprise.huawei.com/en/products/itapp/server/rh-series-rack-servers/hw-124935.htm


http://technet.microsoft.com/en-us/library/ff428137(WS.10).aspx
http://technet.microsoft.com/en-us/library/ff428137(WS.10).aspx




http://enterprise.huawei.com/en/products/itapp/storage/san-product/hw-131886.htm
http://enterprise.huawei.com/en/products/itapp/storage/san-product/hw-131886.htm
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Each HUAWEI OceanStor S5500T Storage System consists of two controllers, 

redundant power supplies and fans, shown as follow. 

Figure 4-5 HUAWEI OceanStor S5500T Backplane  

 

The interfaces on controller of HUAWEI OceanStor S5500T Unified Storage 

System are shown as follow. 

Figure 4-6 Interfaces on HUAWEI OceanStor S5500T Storage Contrllers 

 

4.4.1 Storage Options 

Although many storage options exist, organizations should choose their storage 

devices based on their specific data management needs. Storage devices are 

typically modular and flexible midrange and high-end SANs. Modular midrange 

SANs are procured independently and can be chained together to provide greater 

capacity. They are efficient, can grow with the environment as needed, and 

require less up-front investment than high-end SANs. Large enterprises may 

have larger storage demands and may need to serve a larger set of customers and 

workloads. In this case, high-end SANs can provide the highest performance and 
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Figure 4-8 illustrates the differences between a traditional architecture (left) 

with separate Ethernet and Fibre Channel switches, each with redundant paths, 

compared to a converged architecture (right) in which both Ethernet and Fibre 

Channel (via FCoE) utilize the same set of cables while still providing redundant 

paths. The converged architecture requires fewer switches and cables. In the 

converged architecture, the switches must be capable of supporting enhanced 

Ethernet. 

Figure 4-8 A Traditional Architecture compared to a Converaged Architecture ( Supplied 

by Microsoft ) 

 

 

4.4.3 Clust Shared Volumes 

Cluster Shared Volumes (CSVs) in a Windows Server 2012 failover cluster allow 

multiple nodes in the cluster to simultaneously have read-write access to the 

same LUN (disk) that is provisioned as an NTFS volume. With CSVs, clustered 

roles can fail over quickly from one node to another node without requiring a 

change in drive ownership, or dismounting and remounting a volume. CSVs also 

help simplify managing a potentially large number of LUNs in a failover cluster. 

CSV provides not only shared access to the disk, but also storage path I/O fault-

tolerance (dynamic I/O redirection). In the event that the storage path on one 

node becomes unavailable, the I/O for that node is rerouted via Server Message 

Block (SMB) through another node.   

CSV maintains metadata information about the volume access and requires that 

some I/O operations take place over the cluster communications network. One 

node in the cluster is designated as the coordinator node and is responsible for 

these disk operations. However, all nodes in the cluster can read/write directly 

and concurrently to the same volume (not the same file) through the dedicated 

storage paths for disk I/O, unless a failure scenario occurs as described above. 

1. CSV Characteristics 

Table 4-3 below shows the characteristics that are defined by the New 

Technology File System (NTFS) and are inherited by CSV. 





http://technet.microsoft.com/en-us/library/ff182335(WS.10).aspx
http://technet.microsoft.com/en-us/library/ff182335(WS.10).aspx








 

 

White Paper for Microsoft Private Cloud Fast Track on HUAWEI Server and Storage System 

 

Ver 1.0 HUAWEI Technologies Co., Ltd   31 

 

installation times and VM provisioning times. 

Using volume cloning feature on HUAWEI OceanStor S5000T series storage 

system, it is easy to implement LUN replication and backup, and data recovery 

from replica. 

8. Volume Snapshots 

SAN volume snapshots are a common method of providing a point-in-time, 

instantaneous backup of a SAN volume or LUN. These snapshots are typically 

block-level and only utilize storage capacity as blocks change on the originating 

volume. Some SANs provide tight integration with Hyper-V, integrating both the 

Hyper-V VSS Writer on hosts and volume snapshots on the SAN. This 

integration provides a comprehensive and high-performing backup and recovery 

solution. 

The volume snapshots feature for HUAWEI OceanStor S5000T series storage 

system is shown as follow.  

Figure 4-12 Snapshots Feature for HUAWEI OceanStor S5000T Storage System 

 

Using Snapshots feature on Huawei OceanStor S5000T storage system, it is easy 

to implement LUN backup and recovery for Specific point-in-time. 

4.4.5 Storage Automation 

One of the objectives of the Microsoft private cloud solution is to enable rapid 

provisioning and deprovisioning of VMs. Doing so on a large scale requires tight 

integration with the storage architecture as well as robust automation. 

Provisioning a new VM on an already existing LUN is a simple operation. 

However, provisioning a new CSV LUN and adding it to a host cluster are 

relatively complicated tasks that should be automated.  
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4.5 Network Architecture 

Many network architectures include a tiered design with three or more tiers such 

as Core, Distribution, and Access. Designs are driven by the port bandwidth and 

quantity required at the edge, as well as the ability of the Distribution and Core 

tiers to provide higher-speed uplinks to aggregate traffic. Additional 

considerations include Ethernet broadcast boundaries and limitations, and 

spanning tree and/or other loop avoidance technologies. 

In this solution, to implement high availability, two HUAWEI Quidway S5700 

switches are used with three VLANs on each switch, including VLAN A for iSCSI, 

VLAN B for virtual machines and VLAN C for server host management. 

Figure 4-13 Network Fabric Interconnections 

 

As shown in Figure 4-12, the HUAWEI RH2288 V2 servers can connect to the 

existing liver migration and heartbeat LAN, iSCSI SAN and virtual machine 

vswitch WAN network. 

4.6 Virtualiztion Architecture 

4.6.1 Windows Server 2012 and Hyper-V Design 

1. Operating System Configuration 

The following list outlines the general considerations for the Hyper-V host 

operating system. Note that these are not meant to be installation instructions 

but rather the process requirements.  





http://www.microsoft.com/downloads/en/details.aspx?FamilyID=cbd27a84-23a1-4e88-b198-6233623582f3
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Figure 4-14 NIC Teaming for HUAWEI and Microsoft Fast Track Solution on Server Hosts 

 

For detailed information, please see Server Design Principles. 

4.6.2 Hyper-V Host Cluster Design 

A failover cluster is a group of independent computers that work together to 

increase the availability and scalability of clustered roles (formerly called 

clustered applications and services). The clustered servers (called nodes) are 

connected by physical cables and by software. If one or more of the cluster nodes 

fail, other nodes begin to provide service (a process known as failover). In 

addition, the clustered roles are proactively monitored to verify that they are 

working properly. If they are not working, they are restarted or moved to another 

node. Failover clusters also provide Cluster Shared Volume (CSV) functionality 

that provides a consistent, distributed namespace that clustered roles can use to 

access shared storage from all nodes. With the Failover Clustering feature, users 

experience a minimum of disruptions in service. 

Failover clusters in Windows Server 2012 are managed by using the Failover 

Cluster Manager snap-in and the Failover Clustering Windows PowerShell 

cmdlets. File shares on file server clusters can additionally be managed by using 

the tools in File and Storage Services. 

The host servers are one of the critical components of a dynamic virtual 

infrastructure. Consolidation of multiple workloads onto the host servers 

requires that those servers be highly available. Windows Server 2012 provides 

advances in failover clustering that enable high availability and live migration of 

VMs between physical nodes. 

1. Server Topology  
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Figure 4-16 Example of a common CSV design for a large Hyper-V cluster 

 

 

4.6.3 Hyper-V VM Design 

Standardization is a key tenet of private cloud architectures that helps to drive 

performance predictability and optimize IT usage. This also applies to VMs. A 

standardized collection of VM templates can both drive predictable performance 

and greatly improve capacity planning capabilities.  

To make the most efficient use of available resources, use documented 

standardized VM configurations for all VMs, both management and tenants. 

Table 4-4 shows an example for Windows Server 2003 and 2008 R2 guests. 

Table 4-4 Sample VM Configuration 

Template Specs Network OS Unit Cost 

Template 1 - 

Small 

1 vCPU, 2GB Memeory, 50-

GB disk, 15 IOPS 

VLAN x WS2003 R2 1 

Template 2 - 

Med 

2 vCPU, 4GB Memeory, 100-

GB disk, 30 IOPS 

VLAN x WS2003 R2 2 

Template 3 - 

Large 

4 vCPU, 8GB Memeory, 200-

GB disk, 60 IOPS 

VLAN x WS2003 R2 4 

Template 4 -

Small 

1 vCPU, 2GB Memeory, 50-

GB disk, 15 IOPS 

VLAN x WS2008 R2 1 

Template 5 - 

Med 

2 vCPU, 4GB Memeory, 100-

GB disk, 30 IOPS 

VLAN x WS2008 R2 2 
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5 Conclusion 

This Private Cloud Fast Track program is a comprehensive approach to cloud 

computing developed jointly by Microsoft and HUAWEI technology. Each specific 

implementation combines Microsoft software, consolidated guidance, and 

validated configurations with HUAWEI technology-including computing power, 

network and storage architectures, and value-added software components. By 

tapping into the Fast Track program, organizations can rapidly deploy private 

clouds while reducing their risk and their total cost of ownership. The ultimate 

goal is to give organizations both the control and flexibility they need to harness 

the full power of the private cloud.  
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6 Terms and Abbreviations 

AD DS Active Directory Domain Services 

CSV Clustered Shared Volume 

HA High Availability 

IDC Internet Data Center 

iSCSI SCSI over IP 

ISM Integrated Management Software of HUAWEId Storage System 

LUN Logical Unit Number 

MSDTC Microsoft Distributed Transaction coordinator 

MPIO Multipath I/O 

NIC Network Interface card 

NL-SAS Nearline Serial Attached SCSI(Disk) 

SAS Serial Attached SCSI(Disk) 

SSD Solid State Disk 

VLAN Virtual Local Area Network 
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